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Os algoritmos de recomendacao

Por LUCAS SILVA PAMIO*

O ambiente digital brasileiro é fértil para polarizagées, pois mistura alta conectividade, baixa educagdo mididtica e forte
dependéncia de plataformas estrangeiras. Nesse ecossistema, o algoritmo ndo apenas recomenda, ele dita o ritmo da
conversa ptblica

1.

Os algoritmos de recomendacao das redes sociais no Brasil tém se tornado uma espécie de “arquiteto invisivel” da vida
publica. Eles escolhem o que vemos, o que lemos e, em muitos casos, o que acreditamos. Sob a aparéncia de neutralidade
tecnoldgica, moldam o espago publico digital, delimitando as fronteiras entre a diversidade de informagao, a disposicao ao
dialogo e o préprio acesso ao conhecimento.

O feed que cada usuario recebe ¢, em ultima instancia, um espelho distorcido de suas preferéncias e talvez um espelho
menos democrético do que gostariamos de admitir.

De acordo com reportagem de Santini[i] para a revista Veja, sobre “como os algoritmos influenciam o acesso a informacéao
nas redes sociais”, o principio béasico dessas plataformas é simples: manter o usuario engajado pelo maximo de tempo
possivel. Isso significa que, em vez de promover a pluralidade de ideias, o algoritmo tende a reforcar o que ja pensamos,
criando bolhas informacionais. O resultado é um cendrio em que a divergéncia se torna incémoda, e o didlogo, um esporte
de risco.

A agéncia BBC, em matéria de Barrett,[ii] apontou que o algoritmo das redes sociais age como um “curador emocional”,
prioriza conteudos que despertem emocoes fortes, especialmente raiva e indignagao, pois sdo esses que geram mais
cliques e compartilhamentos. O problema é que, quando a economia da atencdo se baseia na polémica, o espaco publico
digital se torna um campo minado. Assim, o que era para ser uma agora de ideias se converte em uma arena de
gladiadores virtuais, onde cada curtida é um golpe e cada comentério, uma espada.

Essa logica do engajamento tem implicacdes diretas na democracia. Cortez[iii] (2023), em um estudo sobre “Inteligéncia
Artificial, Mudancas Climéticas e Governanga Democratica Inovadora”, defende que a inteligéncia artificial pode ser uma
aliada na construgdo de sociedades mais participativas e eficientes. No entanto, quando usada sem transparéncia e
regulacao, ela tende a se tornar um instrumento de concentracdo de poder e manipulacdo de comportamento.

No contexto brasileiro, essa ambiguidade ¢é particularmente perigosa: temos um histérico de desigualdade informacional e
um apetite coletivo por narrativas simples, uma combinacao explosiva quando mediada por algoritmos.

2.
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A promessa inicial das redes sociais era democratizar o acesso a informacgao. E de fato, houve avangos: nunca foi tdo facil
publicar uma opinido, gravar um video ou denunciar injustigas. Mas, paradoxalmente, essa mesma tecnologia que ampliou
vozes também passou a filtra-las. A pluralidade foi substituida por uma espécie de personalizagdo excessiva, onde cada um
vive em sua bolha de confirmacgao. A diversidade de informagéo virou um cardapio sob medida, s6 que o gargom é um
algoritmo que ndo entende de ética nem de pluralismo.

Tomemos como exemplo a curiosa “guerra dos bonés” que tomou conta do Brasil em 2025. Tudo comecou quando, apds a
adogdo do boné vermelho “MAGA” de Donald Trump nos Estados Unidos, ministros do governo Lula apareceram no
Congresso com bonés azuis estampando a frase “O Brasil é dos brasileiros”. A reacdo foi imediata: as redes sociais
explodiram em memes, debates, e, claro, compras.

Héa quem diga que o Brasil vive uma crise institucional. Outros, mais atentos a moda, afirmam que a verdadeira crise é
capilar: uma batalha travada nédo entre ideologias, mas entre bonés. O que antes era uma simples protegao contra o sol, ou
contra um bad hair day, virou, em 2025, o acessorio mais inflamado da politica nacional. Quem diria que um pedaco de
tecido com uma aba poderia virar instrumento de disputa politica e cultural?

As plataformas amplificaram o debate, transformando um acessério em simbolo politico. O aumento nas vendas dos bonés
foi acompanhado por um crescimento expressivo nas mengoes ao acessorio nas redes sociais. Cada postagem reforcava um
pertencimento, e cada curtida validava uma posicao. A pergunta que fica é: até que ponto essas opinides foram auténticas
e até que ponto foram moldadas pelos algoritmos?

E nesse ponto que a reflexédo se torna inevitavel: os algoritmos s&o neutros? Evidentemente, ndo. Eles sdo projetados por
empresas que tém interesses economicos e, muitas vezes, politicos. Quando uma plataforma decide o que é “relevante” ou
“tendéncia”, ela ndo apenas organiza a informacgao, ela define o que sera visto e, portanto, o que existird socialmente. O
invisivel, nesse contexto, é quase inexistente. E o que é mostrado, muitas vezes, é apenas o que gera lucro.

O cenério brasileiro adiciona camadas de complexidade. Segundo Santini para a revista Veja, o pais é um dos lideres
mundiais em consumo de redes sociais e, paradoxalmente, também um dos mais vulneraveis a desinformacgdo. O ambiente
digital brasileiro é fértil para polarizagoes, pois mistura alta conectividade, baixa educagao midiética e forte dependéncia
de plataformas estrangeiras. Nesse ecossistema, o algoritmo ndo apenas recomenda, ele dita o ritmo da conversa publica.

E o didlogo, onde entra nisso tudo? Cada vez mais, parece que as redes sociais transformaram o ato de conversar em uma
competicdo de egos. A disposigao ao didlogo se perde quando cada um fala para um publico ja convertido. Em vez de
escutar, respondemos; em vez de ponderar, reagimos. E assim, a democracia se fragiliza, porque a escuta é um de seus
pilares. O algoritmo, porém, ndo estd interessado em escuta: ele quer ruido, movimento, cliques.

A situacdo se agrava quando percebemos que os proprios mecanismos de Inteligéncia artificial empregados por governos
ou empresas privadas ndo sdo submetidos a critérios claros de transparéncia. Como garantir que esses sistemas estejam
alinhados com principios democraticos? Cortez (2023) propde um caminho: regulacao baseada em valores de participacao,
responsabilizagdo e justica algoritmica. No Brasil, no entanto, essa discussdo ainda engatinha. Falamos muito sobre o
potencial da Inteligéncia artificial, mas pouco sobre seus impactos concretos na cidadania.

3.

Ha quem veja nesse cenario um novo tipo de censura, ndo a censura explicita do Estado, mas a censura algoritmica, sutil e
automatizada. O conteddo néo é proibido, apenas deixado de lado, enterrado sob um mar de postagens mais “engajantes”.
O siléncio, nesse caso, nao ¢ imposto pela forca, mas pela légica do mercado. O resultado é um empobrecimento do debate

publico, onde ideias complexas perdem espaco para frases de efeito.

Por outro lado, seria injusto demonizar completamente os algoritmos. Eles também podem servir a democracia quando
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usados de forma ética. A propria IA pode ser empregada para identificar discursos de 6dio, ampliar o alcance de
informacoes cientificas ou facilitar a participacgédo cidadd em decisoes publicas. O desafio estd em equilibrar inovagao e
controle, liberdade e responsabilidade. E o velho dilema do poder: o que fazemos com ele quando o temos nas maos?

No fundo, a discussédo sobre os algoritmos de recomendagao é uma discussdo sobre quem somos e quem deixamos que nos
moldem. Quando abrimos o feed pela manhd, somos recebidos por uma versao cuidadosamente editada do mundo. E, aos
poucos, passamos a acreditar que esse mundo é o Unico que existe. E um processo de alienacgdo suave, quase
imperceptivel, mas profundo.

Talvez o primeiro passo para resistir a ele seja reconhecer que a tecnologia, sozinha, ndo é boa nem ma. O que define seu
impacto é o uso e, sobretudo, a consciéncia de quem a utiliza.

Voltando a “guerra dos bonés”, talvez o riso seja o nosso melhor antidoto. Rir do absurdo é um ato politico. Mas rir
também exige distancia critica, e é essa distancia que os algoritmos nos tiram quando reduzem tudo a uma disputa de
curtidas. O boné azul, o boné vermelho, pouco importa a cor, se o que nos une é a incapacidade de ver além da aba.

Em tltima instancia, o desafio brasileiro diante dos algoritmos é o0 mesmo da democracia: como garantir pluralidade em
meio a fragmentacdo? Como promover didlogo em um ambiente que recompensa o conflito? A resposta pode estar na
educacdo digital, na regulagao transparente e, quem sabe, em uma pitada de autocritica coletiva. Afinal, o algoritmo s6
funciona porque nds clicamos. Ele é, em parte, reflexo do nosso desejo de conforto informacional e de nossa preguica de
discordar.

Talvez a verdadeira revolucdao democratica ndo venha da tecnologia, mas da reconquista do nosso tempo e da nossa
atencdo. Enquanto os algoritmos continuarem decidindo o que é relevante, o espaco publico seguira refém da légica do
engajamento. Cabe a noés, cidadaos, escolher entre o conforto da bolha e o desconforto do didlogo. Porque, no fim das
contas, a democracia, assim como um bom boné, sé funciona quando cabe na cabeca de todos.

*Lucas Silva Pamio é mestrando em Arquitetura e Urbanismo na Unesp.
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